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Abstract—In this article we present a method for 3D 
segmentation which is optimized for the recordings of a focused 
plenoptic camera. Since, caused by the imaging concept of a 
plenoptic camera, depth information is only received for regions 
of high contrast our approach is based on retrieving 3D edge 
segments out of the RGB-D data acquired from a plenoptic 
camera. In our method the depth data is filtered by a nonlinear 
filter. Afterwards, a 2D edge segmentation is performed to the 
RGB image. The 2D segments are projected to the 3D space by 
applying a weighted least squares estimate to the filtered depth 
data. 

Keywords—3D Edge Segmentation, Focused Plenoptic Camera, 
RGB-D Camera 

I.  INTRODUCTION 
The concept of a plenoptic camera already has been 

developed more than hundred years ago [1][2]. Nevertheless, 
only for the last few years the existing graphic processor units 
(GPUs) are capable to evaluate the recordings of a plenoptic 
camera with acceptable frame rates (> 30 fps). 

Today, there exist mainly two concepts of a plenoptic 
camera which are based on a micro lens array (MLA). One 
concept is the “unfocused” plenoptic camera, which was 
developed by Ng in 2006 [3]. The strength of this camera is the 
image synthesis, like refocusing an image after recording. The 
second concept is the focused plenoptic camera (plenoptic 
camera 2.0), which was described the first time by Lunsdaine 
and Georgiev [4]. The advantage of the focused plenoptic 
camera is the high resolution of the synthesized image. Perwaß 
and Wietzke developed this concept further and optimized it 
for depth estimation [5]. 

The advantage of the Raytrix camera [5], compared to other 
depth cameras is especially its small size. Even though its 
depth accuracy strongly decays for far distances, the camera 
presents a promising alternative in close range 
photogrammetry. The camera seems to be ideal in navigation 
and collision avoidance applications where depth ranges up to 
10 m and centimeter accuracy is sufficient. 

Navigation applications usually consider man-made 
scenarios, which can be described quite well by geometric 
primitives. In this article we present a segmentation method 

which is optimized for the recordings of a plenoptic camera. 
Due to the characteristics of the depth map acquired by a 
plenoptic camera we perform 3D edge segmentation. The 
received edges later can be combined to surfaces by common 
triangulation methods. 

This article is organized as follows. Section II presents the 
concept of a focused plenoptic camera. In Section III we briefly 
analyze the characteristics of the depth map acquired from a 
plenoptic camera and Sections IV presents our segmentation 
algorithm. Section V presents some results of the algorithm. 

II. THE FOCUSED PLENOPTIC CAMERA 
Different from traditional cameras, which only record the 

intensity of incident light on the image sensor, a plenoptic 
camera records the light-field inside the camera as a four 
dimensional (4D) function. By retracing the path of rays 
through the main lens the light-field outside the camera can be 
calculated. In [6] it is shown that in free space it is sufficient to 
define the light-field as a 4D function. Since the intensity along 
a ray does not change in free space, a ray can be defined by two 
position and two angle coordinates. From the recorded 4D 
light-field a depth map of the scene can be calculated or images 
focused on different object distances can be synthesized after 
recording. 

As already mentioned in Section I there exist different 
concepts of a plenoptic camera. Since this article describes 
segmentation methods based on the recordings of a Raytrix 
camera, only the concept of this camera is presented here. 
Nevertheless, the existence of other concepts has to be 
mentioned [3][4]. 

Figure 1 shows the projection of an object which is in the 
distance aL in front of a thin lens to the focused image in a 
distance bL behind the lens. The relationship between the object 
distance aL and the image distance bL is defined by the thin lens 
equation as given in (1). 
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The easiest way to understand the principle of a plenoptic 
camera is to look behind the main lens. Figure 2 shows the path 
of rays inside a Raytrix camera. There, the sensor is not 
arranged on the imaging plane which is in the distance bL 
behind the main lens, like it is for a traditional camera, but it is 
placed closer than bL to the main lens. Besides, in front of the 
sensor a MLA is assembled which focuses the virtual main lens 
image on the sensor. One distinct feature of Raytrix cameras is 
that they have MLAs which consist of micro lenses with three 
different focal lengths. Each type of micro lenses focuses on a 
different image distance. Thus, the depth of field (DOF) of the 
synthesized image is increased by a factor of three. 

In the following subsection it is explained, how a depth 
map can be calculated based on the recorded raw image. For 
this description the MLA is assumed to be a pinhole grid, 
which simplifies the path of rays. Nevertheless, within the 
DOF of the camera this assumption is valid. In this article the 
image synthesis will not be explained. A detailed description 
can be found in [5]. 

A. Calculating the Depth Map 
As one can see from Figure 2, each of the three middle 

micro lenses projects the virtual main lens image, which would 
occur behind the senor, on the sensor. Each micro image 
(image of a micro lens) which is formed on the sensor shows 
the virtual main lens image from a slightly different 
perspective. Based on the focused image of a point in two or 
more micro images the distance between the MLA and the 
virtual main lens image b can be calculated by triangulation. 
The distance b is calculated as given in (2). 
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In (2) px represents the parallax of a point in two micro images 
and d is the corresponding length of the base line. A point 
occurs in more or less micro images depending on the distance 
of its virtual image to the MLA. Thus, dependent on this 
distance the length of the base line which is used for 
triangulation changes. Since the distance between MLA and 
sensor B is not known exactly, the depth map which is supplied 
by the plenoptic camera is the distance b divided by B. This 
relative depth value is called virtual depth and is denoted by v. 
The virtual depth can only be calculated for a point which 
occurs focused in at least two micro images. Thus, caused by 
the hexagonal arrangement of the MLA with three different 

focal lengths, as it is in a Raytrix camera, a minimum 
measurable virtual depth of vmin = 2 results [5]. Since one point 
usually occurs focused in more than two micro images, its 
parallax can be estimated by using more than two images. 
Hence, sub pixel accuracy is reached. 

III. DEPTH MAP CHARACTERISTICS 
As already described in Section II from the recordings of a 

plenoptic camera depth information can be acquired by 
measuring the parallax of an image point in two or more micro 
images. To measure the parallax, the same point has to be 
found in at least two micro images. Thus, the parallax only can 
be measured for regions with high contrast. Hence, a plenoptic 
camera only supplies depth information at color edges in the 
scene. Figure 3 (center) for example shows the depth map 
corresponding to the scene shown in Figure 3 (left). In this 
depth map all black pixels have no depth value at all. 

The Raytrix software which estimates the depth from the 
raw image also fills the gaps in the depth map as shown in 
Figure 3 (right). The focus of this filling method is to receive a 
complete depth map which is needed to synthesize a total 
focused image (Figure 3 (left)). However, since in areas of low 
contrast an accurate focus is not necessary, the filled depth map 
does not have to be accurate in these areas. 

The unprocessed depth map received from the recordings 
of a plenoptic camera suffers from a high amount of outliers. 
Experiments showed, the reciprocal virtual depth v-1 acquired 
for a planar object results in a Gaussian distribution overlaid by 
uniformly distributed outliers (see Figure 4). This distribution 
is quite comprehensible since v-1 is proportional to the parallax 
px which is estimated between neighbored micro images. The 
uniformly distributed outliers certainly result from ambiguities 
in the recorded micro images. 

IV. THE ALGORITHM 
In this section we present our method for 3D segmentation 

of the data received by the plenoptic camera. In 
Subsection IV.A we will present a method to filter the raw 

 
Figure 2: Optical path inside a Raytrix camera. 

 

 
Figure 1: Optical path of a thin lens. 

 



 
depth image. Subsection IV.B presents our line segmentation 
approach, which is applied to the total focused RGB image. 
Subsection IV.C describes how the line segments are fitted to 
the depth data. 

A. Depth Preprocessing 
To get rid of outliers, the depth map is filtered by a 

nonlinear filter. Therefore a quadratic filter mask of size N × N, 
where N is an odd number, as well as a percentage value p is 
defined. Since, as mentioned in Section III, the reciprocal 
values of the virtual depth v-1 has a Gaussian distribution, the 
filtering is performed on these reciprocal values. 

For filtering, the mask is centered to each pixel in the 
inverse depth map which contains a valid depth value. Out of 
all valid values under the mask the median x~  is calculated as 
given in (3). 
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In (3) ix represents the valid depth values under the filter mask 
sorted in ascending order, where },,2,1{ ni ∈ . Afterwards, 
out of the p percentage of valid values which are centered 
around the median x~  the arithmetical mean x  is calculated. 
The definition of x  is given in (4). This mean is the new 
reciprocal depth value for the centered pixel. 
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If the number of valid values under the mask n is less than 
5 % of the mask size N2, the centered pixel is considered as 
outlier and is erased from the depth map. After filtering the 
values are converted back to virtual depths v. 

B. 2D Image Contour Segmentation 
The first step of the presented segmentation approach is a 

contour line segmentation which is applied to the 2D image 
without regarding the depth data. The contour segmentation is 
performed, because as shown in Section III depth information 
is only acquired at these contours (regions of high contrast). 

For the contour segmentation firstly from the RGB image a 
gray scale image is calculated. From this gray scale image edge 
pixels are detected by using a Canny edge detector [7]. After 
detecting the edge pixels a line segmentation method is applied 
to these pixels. Therefore basically any common method can be 
used. For the results presented in Section V the functions 
implemented in OpenCV [8] were used. Here, a contour 
detection based on [9] is performed and the contour pixels are 
segmented into straight lines using the Ramer-Douglas-Peucker 
algorithm [10]. 

For further developments it is also considered fitting other 
shapes (e.q. ellipses) or already 2D geometric primitives to the 
edge image. 

C. 3D Contour Fitting 
After the contours in the 2D image are found and 

segmented into straight lines, these segments have to be 
projected to the 3D space using the depth data. Therefore, the 
transformation from 2D image coordinated to Cartesian 3D 
coordinates has to be determined. The virtual depth v is 
transformed into metric object distances based on the 
calibration method presented in [11] or [12]. Besides, as shown 
in [11] the camera matrix can be estimated based on any 
common camera calibration method (e.g. [13]). 

Since the depth information acquired by the plenoptic 
camera is very noisy, it is not sufficient to calculate a 3D point 
cloud from the 2D depth map and estimate the 3D straight lines 
by linear regression. Instead, since we already have the 2D 
projection of the straight line which we want to estimate in 3D 
space, we define a number of points on this 2D line pI. 

   
Figure 5: Calculation of the average depth values for 
certain points pI on the estimated straight line. 
 

 
Figure 4: Histogram of the reciprocal virtual depth values 
v-1 of a planar object. 

 

   
Figure 3: Recordings of a Raytrix camera. 
Left: Synthesized total focused image. Center: Raw depth 
image. Right: Filled depth image. 

 



 
These points are aligned uniformly distributed over the whole 
line segment with regular spacing in between, as show in 
Figure 5. For each of the points pI we collect all depth values 
within a radius r (red circles in Figure 5) and calculate the 
average value out of it. Besides, the number of valid depth 
values NP within the given radius r is counted. NP gives a 
measure of reliability for each point pI. 

After the average depth value for each point pI is calculated, 
the points pI are projected to the 3D space, resulting in the 
points pW. Since the points pI are all located on a straight line, 
the 3D points pW will be located on a plane in 3D space. On 
this plane again we can define a 2D Cartesian coordinate 
system. The points in the new coordinate system we denote by 
pW’. Based on the points pW’ a straight line is estimated. The 
straight line is estimated based on a weighted least squares 
estimation, where each point pW’ is weighted by its measure of 
reliability NP.  

V. RESULTS 
In this section we present the results of our segmentation 

method. Figure 6 (left) shows the RGB image of a scene. 
Figure 6 (right) shows the edge image resulted from the Canny 
edge detector. For the edge detector the threshold was set very 
high such that not all significant edges were detected. 
Otherwise the visualization of the 3D line segments, shown in 
Figure 7 would have been overloaded. For a real application 
the threshold of the edge detector has to be adjusted to detect 
all significant edges in the RGB image. Figure 7 (left) shows 
the 3D point cloud calculated from the raw depth data overlaid 

by the 3D line segments. Figure 7 (right) shows only the 3D 
line segments. As one can see from Figure 7 our segmentation 
method supplies quite good results. Especially the accuracy of 
long straight edges is highly improved compared to the raw 
depth data. 

VI. CONCLUSION 
In this article we presented a novel method for segmenting 

the RGB-D data acquired by a plenoptic camera. The 
segmentation algorithm is capable to handle the high number 
of outliers which occur in the depth image received from a 
plenoptic camera and improves the accuracy especially in areas 
of planar objects. 

In further developments triangulation methods have to be 
applied to fill the gaps between the acquired lines segments to 
receive a complete 3D model of the recorded scene. 
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Figure 7: Segmentation results. Left: 3D raw data point 
cloud overlaid by segmentation results. Right: 3D line 
segments. 

 

  
Figure 6: Scene recorded by a Raytrix R5. Left: Total 
focused RGB image. Right: Edges detected by Canny edge 
detector. 
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